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Abstract
The assessment of how a deceptive message is produced in dif-
ferent languages has received little attention, with the majority
of studies focused on the English language. Moreover, there
is no agreement about the stability of linguistic clues of deceit
across different languages. In this paper, we address this issue
by analysing both theory-driven linguistic markers of decep-
tion (cognitive load hypothesis) and standard text categorisa-
tion features. After compiling a multilingual corpus of both
honest and deceitful first-person opinions regarding five differ-
ent topics, we assessed the cross-language applicability of four
different features sets in within-topic, cross-topic and cross-
language binary classification experiments. Results showed
promising classification performances in all the three experi-
ments with few exceptions. Interestingly, linguistic markers
of deceit linked to the cognitive load hypothesis exhibited the
same trend in the two languages under investigation and the
cross-language evaluation highlighted their usefulness in spot-
ting deceit between different languages.
Keywords: deception; multilingual; cognitive load; computa-
tional linguistics; machine learning

Introduction
Lying is a ubiquitous phenomenon across societies (Serota,
Levine, & Boster, 2010), and the spread of internet usage in-
creased web-based cross-cultural interactions, providing new
opportunities for deceiving. Moreover, with the globalisation
advancement, the interactions between investigators and po-
tential deceivers coming from different cultural backgrounds
increased in the last decade (Giebels & Taylor, 2009). It is
to be noted that the interactions above often occur between
people speaking different languages, making harder the task
of spotting possible deceitful intentions (Da Silva & Leach,
2013).

Up to now, far too little attention has been paid to how
a deceptive message is yielded across different languages.
Indeed, the majority of studies analysed deceit-related ver-
bal characteristics within one language, where English is the
most commonly studied language. Thus, what is known about
linguistic markers of deceit is restricted to the English lan-
guage and their applicability to other languages is still to
be verified. Accordingly, some authors highlighted the need
for shifting the focus also on languages other than English
(Spence, Villar, & Arciuli, 2012; Pérez-Rosas & Mihalcea,
2014), assessing deception-related linguistic features in dif-
ferent ethnicities speaking in their native language (Potapova

& Lykova, 2016). However, the cross-linguistic applicabil-
ity of markers of deceit tested in previous studies remains
an unsolved research subject and, to date, there is no agree-
ment about the stability of linguistic clues of deception across
different languages. Indeed, although some studies high-
lighted possible stability across languages of verbal clues of
deceit (Matsumoto, Hwang, & Sandoval, 2015b; Matsumoto
& Hwang, 2015; Matsumoto, Hwang, & Sandoval, 2015a),
others led to the opposite conclusion (Leal et al., 2018; Run-
gruangthum & Todd, 2017). Therefore, the assessment of
how a deceptive message is yielded in different languages
seem to deserve further attention, considering the possibility
of relying on new investigation methodologies.

Interestingly, the last decades have seen a growing inter-
est from the scientific community in the automatic detection
of deceit through text and speech analysis (Nunamaker et
al., 2012; Fitzpatrick, Bachenko, & Fornaciari, 2015; Hauch,
Blandón-Gitlin, Masip, & Sporer, 2015) and an increasing
amount of studies is addressing verbal deception through
computational linguistics and automated classification meth-
ods (Fusilier, Montes-y Gómez, Rosso, & Cabrera, 2015; Kr-
ishnamurthy, Majumder, Poria, & Cambria, 2018; Kleinberg,
Mozes, Arntz, & Verschuere, 2018). Nonetheless, also here
most of the mentioned studies focused on the English lan-
guage while only a few works evaluated the automatic de-
tection of deceit between different languages (Pérez-Rosas
& Mihalcea, 2014; Levitan, Maredia, & Hirschberg, 2018).
Moreover, to the best of our knowledge, no studies compared
the predictive value across languages of theory-driven lin-
guistic markers of deceit.

In this paper, we try to fill this gap by implementing a text
representation, including linguistic clues of deceit related to
a specific theory: the cognitive load hypothesis. Among sev-
eral theories proposed for studying verbal deception, the cog-
nitive load approach seems one of the most promising, lead-
ing to higher accuracy rates compared to standard methods
(Vrij, Fisher, & Blank, 2017). The cognitive load approach
assumes that lying is most of the times more mentally tax-
ing than telling the truth (Zuckerman, DePaulo, & Rosenthal,
1981) and the higher cognitive effort accompanied to the act
of lying should produce measurable linguistic clues of deceit.
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Recently, one of the most comprehensive meta-analysis on
the effectiveness of computers as lie detectors (Hauch et al.,
2015) provided an extensive assessment of linguistic clues of
deception linked to specific theories, including the cognitive
load hypothesis. Based on that meta-analysis, we extracted
the cognitive load related linguistic markers of deceit for the
assessment of their cross-lingual applicability.

In this study, we aim to assess the effectiveness of a
text representation composed of both theory-driven linguistic
clues of deceit and standard linguistic features for text cat-
egorisation to spot deceitful narratives among different lan-
guages. After collecting a multilingual corpus of both de-
ceiving and truthful first-person opinions about five various
topics, we assessed the joint and individual performance of
the features set considered in within-topic, cross-topic and
cross-language binary classification experiments.

Method

To gather a multilingual corpus of both deceitful and truth-
ful narratives, we considered two different samples from the
US and Italy. We asked participants to provide in their lan-
guage first-person opinions regarding five various topics. In
this section, we will describe the recruiting methodology, par-
ticipants’ demographics and data collection procedure.

Participants

For collecting the sample from the US, we employed Amazon
Mechanical Turk (AMT), setting a location restriction. The
task could be performed only by Turkers with an approval
rating equal to or higher than 80%. The time allotted for each
task was 20 minutes, and only a single submission per par-
ticipant was allowed. Each contribution was rewarded with
0.25$. In total 727 Turkers completed the task, but 227 con-
tributions were rejected before analysis because participants
haven’t followed the instructions (i.e. unintelligible, unrea-
sonably short or contained a description of the phenomenon
instead of a first-person opinion). Therefore, five-hundred
participants from the US (315 female; age 37.7±13.2) were
included in the final analysis.

Regarding the Italian sample, since only 2% of AMT work-
ers are located in Italy (Difallah, Filatova, & Ipeirotis, 2018),
we decided to employ the Google form service for the data
collection. Italian participants were recruited on a volunteer
basis by spreading the Google form on social media and by
e-mail. Furthermore, they have not received any monetary in-
centive for the participation, no limitation in time was allot-
ted for completing the task, and only a single submission per
participant was allowed. In total, 425 volunteers completed
the task, but 90 contributions were rejected before analysis
because participants haven’t followed the instructions (by ap-
plying the same criteria employed for the US sample). Hence,
three-hundred thirty-five participants from Italy (242 female;
age 27.2±10.0) were included in the final analysis.

Data collection procedure
As mentioned before, for compiling a multilingual corpus of
both deceptive and truthful narratives, we focused on first-
person opinions about five different topics: Abortion (Abo),
Cannabis legalisation (CL), Euthanasia (Eut), Gay marriage
(GM) and Policy on migrants (PoM). The rationale behind
topics selection relies on the assumption that the majority of
people are likely to have a polarised position towards these
highly debated topics. Consequently, they can easily express
or deny it.

All the participants were asked to type in their native lan-
guage both truthful and deceptive first-person opinions about
the topics mentioned above in a free text response modality.
The applied paradigm is based on an experimental ground-
truth, meaning that each participant provided a truthful or
a deceptive opinion according to specific instructions. The
honest first-person opinions were generated by asking partic-
ipants to provide in at least 4-5 lines their actual attitude to-
wards a given topic. Contrarily, for gathering deceptive state-
ments, participants were instructed to describe in at least 4-5
lines a fake opinion, not corresponding to their own opinion
with the primary purpose to convince a hypothetical reader
that the deceptive opinion represents their real point of view
about the topic.

To maintain the overall proportion between truthful and de-
ceptive narratives as balanced as possible, four Human Intel-
ligence Tasks (HITs) were created. The HITs were balanced
for ground-truth in a way that, overall, half of the first-person
opinions gathered would have been deceptive and the other
half truthful for each topic (Table 1).

Topic HIT1 HIT2 HIT3 HIT4
Abo D T D T
CL T T D D
Eut T D T D
GM T D T D
PoM D T D T

Table 1: HITs’ structure description. T = Truthful opinion;
D = Deceptive opinion; Abo = Abortion; CL = Cannabis Le-
galization; Eut = Euthanasia; GM = Gay Marriage; PoM =
Policy on migrants.

For instance, regarding the HIT1, participants typed their
genuine attitude towards Gay marriage, Euthanasia and
Cannabis legalisation. At the same time, for Policy on mi-
grants and Abortion, they provided a deceptive opinion ac-
cording to the instructions. The final result of the data collec-
tion procedure is shown in Table 2. The dataset will be made
publicly available upon request for research purposes.

Features
The present study aims to assess the effectiveness of both
standard text categorisation features and theory-driven lin-
guistic markers of deceit in detecting deception across differ-
ent languages. For doing so, we considered both the individ-
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Topic IT EN
T D T D

Abo 160 175 250 250
CL 158 177 250 250
Eut 175 160 250 250
GM 175 160 250 250
PoL 160 175 250 250
All 828 847 1250 1250

Table 2: The number of truthful (T) and deceptive (D) narra-
tives per topic, gathered from the Italian and the US sample.

ual and merged contribution of various features sets, where
each of them is independent of the others and expresses dif-
ferent aspects of the phenomenon under investigation. This
section describes in detail the feature sets examined.

Bag-Of-Words (BOW)
The Bag-Of-Words is a popular orderless representation of
documents, which are described as the (multi) set of words
that compose it. This representation is commonly used in
document classification tasks, where the content is useful in-
formation. The simplest extension of the BOW representa-
tion is the n-grams, where features consist of the frequency
of contiguous sequences of n words. However BOW, or n-
grams in general, is a domain-specific document representa-
tion. Hence, it could not be suitable to catch relations be-
tween different topics, or especially between different lan-
guages. In this work, the n-grams (uni- and bi-grams) rep-
resentation has been computed by the Scikit-learn package
(Pedregosa et al., 2011). Stop-words have been removed.

Part-of-Speech (POS)
The Part-Of-Speech tagging is the process of assigning a cat-
egory (e.g. adjective, verb) for each word of a document, re-
lying on both, syntax and context. The sequence of associated
categories provides useful information regarding the structure
of the document and sentences instead of the content. The
POS tagging procedure has been computed by means of the
TreeTagger1 system, which exploits the Penn Treebank tagset
(36 different tags). Uni- and bi-grams POS tags have been ex-
tracted from the tagged documents.

Linguistic Features (LF)
Based on the meta-analysis mentioned previously (Hauch et
al., 2015), we extracted the verbal clues which demonstrated
to be effective in spotting the higher cognitive effort accom-
panied by the act of deceiving.

The resulting linguistic cues are word quantity, type-token
ratio, average sentence length, and exclusive words. The
first three linguistic features were calculated as described in
(Hauch et al., 2015), while the exclusive words were ex-
tracted from the Oxford Thesaurus of English (Waite, 2009),
translated in Italian for the cross-language comparison and

1http://www.cis.uni-muenchen.de/∼schmid/tools/TreeTagger/

then computed as specified by (Hauch et al., 2015). Accord-
ing to the meta-analysis results, all the cognitive load-based
linguistic features should have higher average values in truth-
ful statements than in deceptive ones. The LF computation
on the collected data is shown in Table 3.

Function Words (FW)
Function words (e.g., pronouns, prepositions, articles, con-
junctions, and auxiliary verbs) express grammatical relation-
ships between content words within a sentence. They sig-
nal the structural relationships that content words have to one
another and are considered one of the most critical stylo-
metric feature (Kestemont, 2014). Indeed, how people use
function words reveals their linguistic style (Chung & Pen-
nebaker, 2007) and can account what they are thinking and
feeling (Newman, Pennebaker, Berry, & Richards, 2003). In
the present study, a set of 318 English function words has
been extracted from the scikit-learn package (i.e. the stop-
words list). Then, the representation has been computed by
considering the occurrences of each function word as an indi-
vidual feature. For the cross-language comparison, the func-
tion words list has been translated into Italian by two experts.

Experimental Assessment
An extensive empirical assessment has been carried out to
evaluate the capability of the above features sets in the au-
tomatic classification of truthful and deceptive narratives.
Three different types of binary classification experiments and
evaluations have been conducted, which are within-topic,
cross-topic and cross-language. In this section, after portray-
ing the general characteristics of the employed classifier, a
detailed description of the three classification tasks is pro-
vided.

A SVM has been used as binary classifier. The hyper-
parameters have been selected using a 5-fold cross-validation
procedure. These hyper-parameters are the regularization
value C and the kernel function. The C value has been se-
lected from the set {10i, i : −2, . . . ,4}. The kernel function
is the Homogeneous Polynomial (HP), with form k(x,z) =
〈x,z〉d , d ∈{1, . . . ,5}. Other kernel functions have been used
in a preliminary experimentation phase, such as the popu-
lar RBF kernel, without concrete improvements. However,
each base representation and feature set is able to express
different information, emphasizing a specific aspect of the
main problem, i.e. the content, the cognitive load, or the
linguistic structure. These representations are virtually or-
thogonal, and their combination could improve the perfor-
mance of the classifier. To this end, feature sets have been
considered both individually and combined via Multiple Ker-
nel Learning (MKL; (Gönen & Alpaydın, 2011)). In short,
the MKL is a popular framework used to learn the kernel as
a principled combination of several weak feature sets. In this
work, the EasyMKL (Aiolli & Donini, 2015) algorithm has
been used. The algorithm learns the convex combination of
base kernels which maximizes the margin between classes,
i.e.: kµ(x,z) = ∑r µrkr(x,z), with constraints ‖µ‖1 = 1 and
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Linguistic features IT EN
T D T D

Word quantity 46.24±32.73 39.99±23.41 62.55±30.15 48.82±25.92
Exclusive words 7.47±7.98 6.49±6.90 0.48±0.80 0.40±0.68
Average sentence length 25.83±12.40 23.30±10.57 18.09±6.52 15.10±6.51
Type-token ratio 0.87±0.08 0.88±0.08 0.76±0.09 0.80±0.09

Table 3: Linguistic features computed on the proposed datasets for truthful and deceptive opinions.

µr ≥ 0, where kr is the r-th kernel, and µ is the weights vector
which parametrizes the combination. For each feature set, 5
HP kernels with degrees 1 . . .5 and the identity kernel have
been used as base kernels. In the MKL setting, base kernels
have been normalized to prevent scaling issues. The F1 mea-
sure has been used to evaluate the effectiveness of the models.

Within-topic evaluation
In the within-topic evaluation, a binary classifier has been
trained for each topic individually. This experiment al-
lows understanding the complexity of deception classifica-
tion problem and the potential of the dataset. Furthermore,
results achieved on this evaluation task provide a useful
baseline to quantify and to compare the cross-topic and the
cross-language effectiveness. A stratified nested 5-fold cross-
validation has been applied to each topic of a given language.
Specifically, the outer cross validation has been used to isolate
the test set, whereas the inner cross-validation (i.e. applied to
remaining training data) has been used to train the model and
to select the hyper-parameters. The results computed on the
outer cross-validation have been averaged and reported in Ta-
ble 4.

The standard deviation is also reported. Note that, despite
the global number of collected opinions, the classifier can rely
on much less training examples, i.e. 268 and 400 opinions
(80% of the available data) for the Italian and English datasets
respectively.

Cross-topic evaluation
Classical content-based representations, as is the case of
BOW and n-grams, are not suitable to analyze cross-topic
patterns, and they may suffer for a significant decrease of ef-
ficacy. Indeed, different topics are virtually described by dif-
ferent terms. Terms related to different domains can be very
different, making the comparison between examples difficult.
On the other hand, structural representations, such as the lin-
guistic features, POS tagging, or the occurrences of function
words, are more general and content independent, and they
can be applied to catch cross-domain dependencies and pat-
terns.

In the cross-topic evaluation, four topics have been se-
lected for training the machine learning model, whereas the
fifth has been used as a test set for each language separately.
The hyper-parameters have been selected with a 5-fold cross-
validation, as is the previous case. This procedure has been
applied for each task in rotation. Results of the comparison

are shown in Table 5.

Cross-language evaluation
Structure-based representations can be able to reduce the
aforementioned cross-topic issue, by catching high-level
context-independent structural features. However, differ-
ent languages may have different grammar structures, for
which the transfer of such features could not be able to catch
deception-related patterns. Considering the above limitation,
only the cognitive load related Linguistic Features have been
employed in this evaluation. Indeed, these linguistic mea-
sures are supposed to catch the cognitive effort linked to
the act of deceiving, and they should be theoretically lan-
guage/topic independent.

The cross-language evaluation has been conducted in two
different phases. In the first phase, a topic and their associ-
ated Italian opinions have been used as training set. The test
set consists of English opinions of the same topic. The val-
idation has been conducted with a 5-fold cross-validation as
the case of the previous experiments. Then, the same proce-
dure has been used by learning from English opinions, and
testing on Italian opinions. Furthermore, the ROC-AUC met-
ric has been included to better evaluate the effectiveness of
the machine learning models. This measure can be helpful
in the cross-language experiment, where there is a reasonable
drop in performance, which makes difficult to understand if
the algorithm is able to learn something from data. Table 6
contains the results of the evaluation.

Results
All feature sets, considered separately, have proven their ef-
fectiveness in the within-topic classification, exceeding the
50% baseline performance that could have been obtained by
random guessing (Table 4). The highest F1 has been achieved
using the BOW representation, that is 80.90 ±2.07 (IT) and
74.40±3.62 (EN) when using all the data, and 79.80±6.40
(IT) and 72.58±3.90 (EN) on average when focusing on
single topics. The principled combination via MKL im-
proves the results significantly, with a score of 82.06±0.6 (IT)
and 77.02±0.70 (EN) when considering all the features sets
while, excluding BOW, we reached a score of 79.35±2.11
and 71±1.97 for the IT and EN languages respectively.

In the cross-topic assessment depicted in Table 6, all the
features considered separately suffered a drop in classifica-
tion performances. In particular, the BOW representation
maintains similar results compared to the within-topic evalua-
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Dataset Topic BOW LF POS FW MKL MKL w/o BOW

IT

Abo 82.28±5.17 63.21±6.28 59.81±4.77 71.67±4.39 82.88±7.11 70.97±5.13
CL 75.74±6.06 60.75±4.09 58.16±9.79 59.85±5.10 71.47±4.21 63.78±6.98
Eut 84.05±6.49 68.63±0.00 69.78±4.42 78.73±3.16 80.93±3.28 77.09±1.76
GM 87.42±2.33 68.63±0.00 74.41±4.91 78.13±4.62 88.17±2.43 77.83±3.13
PoM 69.50±8.72 63.23±4.61 60.40±1.99 76.57±4.01 74.75±3.87 72.64±3.59
All 80.90±2.07 60.44±1.83 66.31±1.43 65.63±0.48 82.06±2.01 79.35±2.11

EN

Abo 67.27±2.87 65.90±2.61 64.55±5.29 65.61±4.74 75.59±4.00 65.83±3.01
CL 74.96±2.66 67.24±1.18 71.57±4.44 65.74±3.88 78.12±2.99 71.34±5.04
Eut 74.59±2.33 66.26±3.23 68.87±3.52 64.08±6.82 74.57±3.36 68.59±3.03
GM 77.45±1.98 68.19±1.99 70.61±4.96 72.49±5.53 81.12±2.09 73.59±3.51
PoM 68.74±3.07 67.86±2.65 64.76±3.32 67.57±5.27 73.01±3.11 63.73±1.91
All 74.40±3.62 67.33±0.46 68.80±2.03 69.10±1.89 77.02±0.70 71.00±1.97

Table 4: F1 (%) scores achieved for the within-topic evaluation.

Dataset Topic BOW LF POS FW MKL MKL w/o BOW

IT

Abo 73.27 55.06 58.47 55.06 74.67 56.94
CL 69.07 54.64 60.71 53.29 70.20 60.31
Eut 80.80 55.12 69.23 63.07 81.74 68.57
GM 75.27 57.07 63.37 65.66 74.49 61.19
PoM 64.40 58.40 60.05 56.36 63.05 62.82

EN

Abo 56.78 66.37 67.61 67.16 72.61 69.92
CL 65.58 64.24 62.02 61.74 73.10 65.95
Eut 68.14 66.95 71.22 69.12 77.34 73.90
GM 66.97 68.33 65.72 62.53 69.47 68.04
PoM 50.40 65.14 63.56 54.41 61.06 68.09

Table 5: F1 (%) scores achieved for the cross-topic evaluation.

IT→EN EN→IT
Topic F1 AUC F1 AUC
Abo 58.47 67.24 58.42 63.55
CL 49.76 62.00 64.36 61.07
Eut 66.76 59.88 67.61 51.55
GM 66.67 56.60 50.27 55.69
PoM 38.76 61.18 64.77 60.86
All 64.52 58.48 66.10 65.99

Table 6: Cross-language evaluation using Linguistic Fea-
tures. Training→Test.

tion for the Italian language while significantly decreasing for
the English one. The LF feature set showed the opposite trend
compared to the BOW performance, leading to higher per-
formances on the English language compared to Italian. On
the other hand, both the POS and FW representations main-
tain similar performances in both languages. Again, the MKL
combination improves the results w.r.t. individual representa-
tions with a slight decrease in performances when excluding
BOW.

As stated before, only the linguistic markers of deceit
linked to the cognitive load hypothesis have been analysed
in the cross-language evaluation. Results show F1 scores of
64.52 and 66.10 when testing on the English and Italian com-

plete datasets respectively (Table 6). The ROC-AUC shows
that the algorithm can effectively learn patterns from data, ex-
ceeding the random guessing performance.

Discussion and conclusions
In the present study, the aim was to investigate the automatic
detection of deception across different languages, a research
question that received little attention and led to contrasting re-
sults so far. After compiling a multilingual (English and Ital-
ian) corpus of both truthful and deceitful first-person opinions
regarding five different topics, we assessed the individual and
collective performance of four features sets in detecting de-
ceit, comparing results obtained on the two languages. The
employed features sets included both theory-driven linguistic
markers of deceit (LF) and standard linguistic measures for
text categorization (BOW, POS and FW). The experimental
set up included within-topic, cross-topic and cross-language
binary classification experiments.

The first result to be highlighted refers to the computation
on both the languages of the cognitive load related linguistic
features: three out of four linguistic markers of deceit showed
to be in line with the expected trend according to previous
studies (Hauch et al., 2015). Indeed, except for the type-
token ratio, deceitful narratives appear to be characterised by
fewer words, fewer exclusive words and lesser average sen-
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tence length compared to the truthful ones in both the Italian
and English language. This finding provides some support to
the effectiveness across languages of the cognitive load hy-
pothesis, suggesting that the mental effort in deceiving pro-
duces useful verbal cues in spotting deception regardless of
the examined language.

About the three automatic classification tasks, in the
within-topic and cross-topic experiments, all the feature sets
demonstrated their usefulness in the correct classification of
deceitful and truthful narratives. Indeed, both their individual
and collective performance exceeded the 50% random guess-
ing performance, where the MKL combination achieved the
best results. However, while in the within-topic setting all
the features considered separately led to comparable perfor-
mances between languages, the BOW and LF text representa-
tions performed better in one language compared to the other
in cross-topic experiments. Finally, the cross-language exam-
ination showed that it’s possible to build an automatic clas-
sifier for detecting deceit regardless of the language under
investigation. Indeed, the linguistic markers of deception re-
lated to the cognitive load hypothesis showed to be able to
transfer the deception-related patterns from one language to
the other.

Concluding, It’s worth to notice that our results highlighted
some differences in classification performance between the
two languages. A possible explanation could be that the text
representation derived from the cognitive load approach does
not consider the cross-language variability in the occurrences
of that specific class of words. In future studies, we aim to
strengthen our models by considering this variability and as-
sessing its impact on classification performances.
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