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Abstract

Humans often coordinate their actions in order to reach a mu-
tually advantageous state. These circumstances are chiefly
modeled by coordination games, a well-known class of games
extensively studied in behavioral economics. In this work,
we present the first resource-rational mechanistic approach
to coordination games, showing that a variant of norma-
tive expected-utility maximization acknowledging cognitive
limitations can account for several major experimental find-
ings on human coordination behavior in strategic settings.
Concretely, we show that Nobandegani et al.’s (2018) ratio-
nal process model, sample-based expected utility, provides
a unified account of (1) the effect of time pressure on hu-
man coordination, and (2) how systematic variations of risk-
vs. payoff-dominance affect coordination behavior. Impor-
tantly, Harsanyi and Selten’s (1988) theory of equilibrium se-
lection fails to account for (1-2). As such, our work suggests
that the optimal use of limited cognitive resources may lie at
the core of human coordination behavior. We conclude by dis-
cussing the implication of our work for understanding human
strategic behavior, moral decision-making, and human ratio-
nality.

Keywords: behavioral game theory; one-shot non-cooperative
games; coordination games; moral decision-making; resource-
rational process models

1 Introduction
On which side of the road should we drive to avoid a head-
on collision? How do two people decide on when and where
to meet? Having similar or dissimilar preferences, how do
two friends decide on a mutual activity? Humans often co-
ordinate their actions in order to reach a mutually advanta-
geous state (Harsanyi & Selten, 1988; Cooper, 1999; Brañas-
Garza & Cabrales, 2015; Belloc et al., 2019). These circum-
stances are chiefly modeled by coordination games (CGs),
a well-known class of games that are extensively studied in
behavioral economics, and particularly, behavioral game the-
ory (Cooper, 1999; Cooper et al., 1992; Cachon & Camerer,
1996; Weber et al., 2001; Camerer, 2011); see Fig. 1.

In addition to several daily life circumstances, CGs cap-
ture a broad range of important economic situations, e.g.,
market entry, macroeconomic policy coordination, choice of
product standards, and contract agreement (Poulsen & Son-
ntag, 2019). Importantly, the question of how rational agents
should coordinate has played a profound role in the devel-
opment of economic theory (Harsanyi & Selten, 1988; Güth
& Kalkofen, 1989; Güth, 1992): Given that CGs have multi-
ple Nash equilibria, the problem of strategy selection in CGs

lies at the foundation of Harsanyi and Selten’s (1988) Nobel-
winning theory of equilibrium selection, which formally de-
lineates how rational economic agents coordinate.

However, despite its normative stance, a substantial body
of experimental work has shown that Harsanyi and Selten’s
theory fails to provide a descriptive account of human coor-
dination (e.g., Straub, 1995; Battalio et al., 2001; Schmidt et
al., 2003; Poulsen & Sonntag, 2019; Belloc et al., 2019).

But why should human coordination behavior deviate from
the predictions of a rational theory of equilibrium selection?
Consistent with bounded rationality (Simon, 1957), we hy-
pothesize that these deviations can be accounted for if we ac-
knowledge the computational and cognitive limitations that
people are faced with.

Inspired by the success of Nobandegani et al.’s (2019a)
resource-rational model of cooperation in one-shot Prisoner’s
Dilemma games, we ask whether human coordination can be
seen as an optimal behavior with the mind acting as a cogni-
tive miser. As such, we seek to provide an account of human
coordination that is both descriptively adequate and norma-
tively sound.

In this work, we present the first resource-rational ac-
count of human coordination, demonstrating that Nobande-
gani et al.’s (2018) rational process model, sample-based
expected utility (SbEU), provides a unified mechanistic ac-
count of (1) the effect of time pressure on human coordina-
tion, and (2) how systematic variations of risk- vs. payoff-
dominance affect coordination behavior. The two concepts of
risk-dominance and payoff-dominance play a critical role in
Harsanyi and Selten’s (1988) theory of equilibrium selection
(for their explanations, see Sec. 3.1). Crucially, Harsanyi and
Selten’s (1988) theory fails to account for (1-2).

Our paper is organized as follows. After presenting the
computational underpinnings of our resource-rational ap-
proach, we turn to modeling human coordination behav-
ior. We conclude by discussing the implication of our work
for understanding human strategic behavior, moral decision-
making, and human rationality.

2 Computational Model
In addition to SbEU, whose mathematical underpinning is
discussed in detail in Sec. 2.1, our resource-rational approach
to coordination adopts two key ideas. The first is Nobande-
gani et al.’s (2019a) general framework for conceptualizing
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Figure 1: Examples of coordination games with corresponding payoff matrices. (a) An instance of the pure coordination
game, wherein both players prefer the same Nash equilibrium (i.e., (Party, Party)). (b) An instance of the battle of the sexes
game, wherein players prefer opposing Nash equilibria (the row player prefers (Party, Party) whereas the column player prefers
(Home, Home)). (c) An instance of the stag-hunt game, wherein both players (hunters) can benefit if they cooperate (hunting
a stag). However, cooperation might fail, because each hunter has an alternative which is safer because it does not require
cooperation to succeed (hunting a hare).
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Figure 2: Payoff matrix for a generic 2-player, one-shot,
non-cooperative game (2ONG). For example, if Player 1
(Row Player) selects the Top Strategy and Player 2 (Column
Player) selects the Left Strategy, Player 1 and Player 2 receive
payoffs a and x, respectively.

any n-player, one-shot, non-cooperative game (nONG) as a
set of risky gambles. Applying Nobandegani et al.’s (2019a)
framework to a generic 2ONG (see Fig. 2), the problem of
strategy selection for Player 1 amounts to choosing between
the following two risky gambles:

T =

{
a w.p. Pl
b w.p. 1−Pl

(1)

B =

{
c w.p. Pl
d w.p. 1−Pl

(2)

with gambles T,B corresponding to choosing the Top Strat-
egy and the Bottom Strategy, respectively, and Pl denoting
Player 1’s conception of the probability with which Player 2
chooses Left strategy. Similarly, according to Nobandegani
et al. (2019a), the problem of strategy selection for Player 2
amounts to choosing between the following two risky gam-
bles:

L =

{
x w.p. Pt
y w.p. 1−Pt

(3)

R =

{
v w.p. Pt
w w.p. 1−Pt

(4)

with gambles L,R corresponding to choosing the Left Strat-
egy and the Right Strategy, respectively, and and Pt denoting
Player 2’s conception of the probability with which Player 1
chooses Top strategy.

The second ingredient of our resource-rational approach
is the well-supported level-k theory in behavioral economics
(Stahl & Wilson, 1994; Nagel, 1995; Costa-Gomes et al.,
2001) that posits that (1) players in strategic games base their
decisions on their predictions about the likely actions of other
players, and (2) players can be categorized by the “depth” of
their strategic thought. According to level-k theory, a com-
pletely non-strategic level-0 player will choose actions with-
out regard to the actions of other players, i.e., uniformly at
random. A level-i player assumes that she is playing against
a level-(i−1) player and her action will be the best response
consistent with this belief. For example, a level-1 player as-
sumes that she is playing against a level-0 player and her ac-
tion will be the best response (i.e., the expected-utility maxi-
mizing response) consistent with this belief.

Consistent with bounded rationality (Simon, 1957), sub-
stantial experimental evidence shows that only a small pro-
portion of players exhibit depths of reasoning of third order
or above (e.g., Nagel, 1995; Camerer et al., 2004; Coricelli &
Nagel, 2009). Relatedly, recent experimental work shows that
depth of reasoning increases with deliberation (e.g., Kocher
& Sutter, 2006). Consistent with these findings, and for the
sake of parsimony, throughout this paper we assume that, un-
der time pressure, players are level-1 agents, and, when time
pressure is not implemented, players are level-2 agents.

Despite acknowledging human bounded rationality, level-k
theory still largely rests on perfect rationality as it maintains
that the action of higher-level agents will be the best response,
in the precise sense of expected-utility maximization, consis-
tent with their beliefs. A satisfying resource-rational, level-k-
theory-based account of strategic behavior requires relaxation
of the best-response assumption, and, instead, considering a
boundedly-optimal response according to which people max-
imize expected utility “to the best of their abilities.” That is,
they optimally maximize expected utility, but this maximiza-
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tion is subject to their cognitive limitations. In this work,
we assume that people arrive at their boundedly-optimal re-
sponse using Nobandegani et al.’s (2018) resource-rational
process model of risky decision-making: sample-based ex-
pected utility (SbEU).

2.1 Sample-based Expected Utility Model
SbEU is a metacognitively-rational process model of risky
choice that posits that an agent rationally adapts their strate-
gies depending on the amount of time available for decision-
making (Nobandegani et al., 2018). Concretely, SbEU as-
sumes that an agent estimates expected utility

E[u(o)] =
∫

p(o)u(o)do, (5)

using importance sampling (Hammersley & Handscomb,
1964; Geweke, 1989), with its importance distribution q∗

aiming to optimally minimize mean-squared error (MSE):

Ê =
1

∑
s
j=1 w j

s

∑
i=1

wiu(oi), ∀i : oi ∼ q∗, wi =
p(oi)

q∗(oi)
, (6)

q∗(o) ∝ p(o)|u(o)|

√
1+ |u(o)|

√
s

|u(o)|
√

s
. (7)

MSE is a standard measure of estimation quality, and is
commonly used in mathematical statistics (Poor, 2013). In
Eqs. (5-7), o denotes an outcome of a risky gamble, p(o) the
objective probability of outcome o, u(o) the subjective util-
ity of outcome o, Ê the importance-sampling estimate of ex-
pected utility given in Eq. (5), q∗ the importance-sampling
distribution, oi an outcome randomly sampled from q∗, and s
the number of samples drawn from q∗.

SbEU assumes that, when choosing between a pair of risky
gambles A,B, people choose depending on whether the ex-
pected value of the utility difference ∆u(o) is negative or pos-
itive (w.p. stands for “with probability”):

A =

{
oA w.p. PA
0 w.p. 1−PA

(8)

B =

{
oB w.p. PB
0 w.p. 1−PB

(9)

∆u(o) =


u(oA)−u(oB) w.p. PAPB
u(oA)−u(0) w.p. PA(1−PB)
u(0)−u(oB) w.p. (1−PA)PB
0 w.p. (1−PA)(1−PB)

(10)

In Eq. (10), u(·) denotes the subjective utility function of a
decision-maker. In this paper, we assume the same utility
function u(x) used by Nobandegani et al. (2018, 2019a) to
explain both the fourfold pattern of risk preferences and co-
operation in one-shot Prisoner’s Dilemma games:

u(x) =
{

x0.85 if x≥ 0,
−|x|0.95 if x < 0.

(11)

As such, in this work we do not fine-tune the utility function
to maximize descriptive power.

Recently, Nobandegani et al. (2018) showed that SbEU can
account for the availability bias, the tendency to overestimate
the probability of events that come easily to mind (Tversky
& Kahneman, 1973), and can also simulate the well-known
fourfold pattern of risk preferences in outcome probability
(Tversky & Kahneman, 1992) and in outcome magnitude
(Markovitz, 1952; Scholten & Read, 2014). Notably, SbEU is
the first rational process model to score near-perfectly in opti-
mality, economical use of limited cognitive resources, and ro-
bustness, all at the same time (see Nobandegani et al., 2018;
Nobandegani et al., 2019b).

Relatedly, recent work has shown that SbEU provides a
unified, resource-rational mechanistic account of coopera-
tion in one-shot Prisoner’s Dilemma games and inequality-
aversion in the Ultimatum game, thus successfully bridging
between game-theoretic decision-making and risky decision-
making (Nobandegani et al., 2019a; Nobandegani, Destais,
& Shultz, 2020). SbEU can also account for violation of
betweenness in risky choice (Nobandegani et al., 2019c),
the centuries-old St. Petersburg paradox in human decision-
making (Nobandegani & Shultz, 2020a, 2020b), and pro-
vides a resource-rational process-level explanation of several
contextual effects in risky and value-based decision-making
(da Silva Castanheira, Nobandegani, Shultz, & Otto, 2019;
Nobandegani et al., 2019c). There is also experimental con-
firmation of a counterintuitive prediction of SbEU: Deliber-
ation makes people move from one bias, the framing effect,
to another bias, the fourfold pattern of risk preferences (da
Silva Castanheira; Nobandegani, & Otto, 2019). Importantly,
SbEU is the first, and thus far the only, resource-rational
process model that bridges between risky, value-based, and
game-theoretic decision-making.

3 Modeling One-shot Coordination Games
In this section, we model human coordination behavior in the
context of 2-player, one-shot coordination games (2OCGs).
We particularly focus on two major topics in human coor-
dination: (1) how systematic variations of risk- vs. payoff-
dominance, as two concepts playing a critical role in Harsanyi
and Selten’s (1988) theory of equilibrium selection, affect co-
ordination behavior (e.g., Straub, 1995; Battalio et al., 2001;
Schmidt et al., 2003) and (2) how time pressure affects hu-
man coordination (e.g., Poulsen & Sonntag, 2019; Belloc et
al., 2019).

Importantly, recent work has provided mounting evidence
suggesting that people often use very few samples in prob-
abilistic judgments and reasoning (e.g., Vul et al., 2014;
Battaglia et al. 2013; Lake et al., 2017; Gershman, Horvitz, &
Tenenbaum, 2015; Hertwig & Pleskac, 2010; Griffiths et al.,
2012; Gershman, Vul, & Tenenbaum, 2012; Bonawitz et al.,
2014; Nobandegani et al., 2018; Nobandegani et al., 2020).
Consistent with this finding, throughout this paper we assume
that a player draws very few samples (s = 1; see Eqs. (6-7))
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Figure 3: Modeling how systematic variations of risk- vs. payoff-dominance affect coordination behavior. Horizontal
and vertical axes correspond, respectively, to human participants’ probability of choosing a strategy when playing coordination
games, and SbEU model prediction for the probability of choosing that strategy. (a) Simulating Games 1-4 and Game 7 from
Straub (1995) and the original game from Cooper et al. (1989). (b) Simulating the seven coordination games collectively
studied in Battalio et al. (2001) and Schmidt et al. (2003). (c) Simulating aggregate experimental data. SbEU can account for
the collection of experimental data simulated separately in (a) and (b) (Pearson r = .8846, p < 10−4); two datapoints overlap.

when choosing their strategy.

3.1 Systematic Variations of Risk- vs.
Payoff-Dominance

In their seminal work, Harsanyi and Selten (1988) for-
mally presented two main concept for understanding equilib-
rium selection and coordination: risk-dominance and payoff-
dominance. Broadly, risk-dominance recommends the strat-
egy corresponding to the Nash equilibrium that is the least
risky of all equilibria, and hence the safest to play. (For a
formal characterization of risk-dominance, see Harsanyi and
Selten, 1988.) On the other hand, pay-off dominance rec-
ommends the strategy corresponding to the Nash equilibrium
yielding the highest payoff for all players (aka Pareto-optimal
equilibrium).

Several experimental studies have systematically investi-
gated the role of payoff- and risk-dominance in human coor-
dination behavior (e.g., Straub, 1995; Battalio et al., 2001;
Schmidt et al., 2003). Next, we show that SbEU can ac-
count for the experimental data of several of these studies,
namely, Straub (1995), Battalio et al. (2001), and Schmidt et
al. (2003).

3.1.1 Straub (1995) In a series of coordination games,
which include a replication attempt of a coordination game
studied by Cooper et al. (1989), Straub (1995) showed that
people predominantly rely on risk-dominance (as opposed to
payoff-dominance) when coordinating in strategic settings.
This finding undermines Harsanyi and Selten’s (1988) the-
ory of equilibrium selection. We next show that, SbEU, as a
resource-rational process model, can account for the experi-
mental data of Straub (1995).

For ease of analysis, in our simulation we focus on the
symmetric coordination games studies in Straub (1995), i.e.,
Games 1-4, and Game 7; we also include in our simula-

tion the original experiment of Cooper et al. (1989).1 As
shown in Fig. 3(a), SbEU can account for these experimen-
tal data (Pearson r = .8489, p = .0325). We have simulated
N = 100,000 participants, with s = 1.

3.1.2 Battalio et al. (2001) and Schmidt et al. (2003) To
experimentally test Harsanyi and Selten’s (1988) theory of
equilibrium selection, Battalio et al. (2001) and Schmidt et
al. (2003) systematically investigated the role of risk- and
payoff-dominance (and possible interaction between the two)
in human coordination. As Battalio et al. (2001) and Schmidt
et al. (2003) show, Harsanyi and Selten’s (1988) theory pro-
vides a poor account of their experimental data.

Battalio et al. (2001) tested participants in three coordi-
nation games; Schmidt et al. (2003) tested participants in
four coordination games. Using SbEU, we next simulate the
experimental data of Battalio et al. (2001) and Schmidt et
al. (2003). As shown in Fig. 3(b), SbEU can accurately ac-
count for these experimental data (Pearson r = .9320, p =
.0022). We simulated N = 100,000 participants, with s = 1.

Collecting the experimental data simulated separately in
Sec. 3.1.1 and Sec. 3.1.2, Fig. 3(c) shows that SbEU can ac-
curately account for the aggregate experimental data (Pearson
r = .8846, p < 10−4). We have simulated N = 100,000 par-
ticipants, with s = 1.

3.2 The Effect of Time Pressure on Coordination
The effect of time pressure on human coordination behavior
is largely understudied, but a series of recent studies are be-
ginning to shed light on it (Poulsen & Sonntag, 2019; Belloc
et al., 2019).

Next, we show that SbEU (together with level-k hypoth-

1Game 8 from Straub (1995) is not included in our simulation, as
experimentally observed behavior is inconsistent with the findings of
Schmidt et al. (2003). We simulate the experimental data of Schmidt
et al. (2003) in Sec. 3.1.2.
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esis) can account for the main experimental findings of
Poulsen and Sonntag (2019) and Belloc et al. (2019) on the
effect of time pressure on coordination, thereby providing the
first resource-rational account of these findings.

We assume that, under time pressure, players are level-1
agents, and, when time pressure is not implemented, players
are level-2 agents (see Sec. 2 for supporting evidence).

It is worth nothing that, being purely static (as opposed
to dynamic), Harsanyi and Selten’s (1988) theory fails to ac-
count for how coordination behavior changes over time.

Poulsen and Sonntag (2019) In a recent study, Poulsen and
Sonntag (2019) experimentally investigated the effect of time
pressure on both symmetric pure coordination games and
the Battle of the Sexes games (which capture coordination
in the presence of conflict of interest). In the case of sym-
metric pure coordination games, Poulsen and Sonntag (2019)
showed that time pressure has no effect on people’s strategic
behavior. However, in the case of the Battle of the Sexes,
Poulsen and Sonntag (2019) showed that deliberation makes
a player move from choosing the strategy that corresponds to
the equilibrium state yielding the highest self-payoff, to the
strategy that corresponds to the equilibrium state yielding the
highest payoff for the other player. This is moving from self-
regarding behavior to other-regarding behavior.

SbEU, together with level-k theory, provides a mechanis-
tic account of this experimental finding of Poulsen and Son-
ntag (2019). Simulating the symmetric pure coordination
game from Poulsen and Sonntag (2019), our resource-rational
model predicts that time pressure has no effect on people’s
strategic behavior (χ2

(1) = .0168, p = .8968). However, simu-
lating the Battle of the Sexes game from Poulsen and Sonntag
(2019), our resource-rational model predicts that deliberation
makes a player move from self-regarding behavior to other-
regarding behavior (χ2

(1) = 3754.9, p < 10−3). We have sim-
ulated N = 100,000 participants, with s = 1.

Belloc et al. (2019) Relatedly, Belloc et al. (2019) sys-
tematically investigated the effect of time pressure on Stag-
Hunt games, a well-known class of coordination games which
model choice between a safe (aka Hare) vs. risky (aka Stag)
strategy; see Fig. 1(c).

Belloc et al. (2019) tested participants in four Stag-Hunt
games, under two experimental conditions. In the Time Pres-
sure condition, subjects were given 10 s to choose their strat-
egy in each game. In the Control condition, no time pressure
was implemented. Belloc et al. (2019) showed that people’s
tendency to choose the safe strategy increased with delibera-
tion.

SbEU, together with level-k theory, provides a process-
level account of the experimental finding of Belloc et
al. (2019). Simulating the four Stag-Haunt games from Bel-
loc et al. (2019), our resource-rational model predicts that the
tendency to choose the safe strategy increases with delibera-
tion (Game 1: χ2

(1) = 7263.2, Game 2: χ2
(1) = 6882.3, Game

3: χ2
(1) = 3379.6, Game 4: χ2

(1) = 8806.8, ps< 10−4). We

have simulated N = 100,000 participants, with s = 1.

4 General Discussion
Humans often opt to coordinate their actions in order to reach
a mutually advantageous state (e.g., Cooper, 1999; Brañas-
Garza & Cabrales, 2015; Belloc et al., 2019). In this work, we
presented the first resource-rational process model of human
coordination. As we demonstrated, a single-parameterization
of our resource rational model provides a unified account of
(1) the effect of time pressure on human coordination, and
(2) how systematic variations of risk- vs. payoff-dominance
affect coordination. Crucially, Harsanyi and Selten’s (1988)
Nobel-winning theory of equilibrium selection fails to ac-
count for (1-2).

Investigating the effect of time pressure on human coordi-
nation in the Stag-Hunt game, Belloc et al. (2019) showed
that people’s tendency to choose the safe strategy markedly
increases with deliberation. Because Stag can be interpreted
as a more collaborative and trusting strategy than Hare, Bel-
loc et al. (2019) interpreted their finding as evidence for a
dual-process model of human strategic decision-making, with
intuition promoting prosociality while increased deliberation
discourages prosociality. Our work provides a completely
new interpretation of Belloc et al.’s (2019) experimental find-
ing. In sharp contrast to a dual-process perspective, our work
presents the first, and thus far the only, single-process model
of the effect of time pressure on human coordination, provid-
ing a more parsimonious account. According to our resource-
rational account, it is the optimal use of limited cognitive re-
sources that underlies deliberation diminishing prosociality.
More specifically, according to our single-process model, a
boundedly-rational agent who selfishly maximizes their ex-
pected utility while optimally using their limited cognitive
resources should show prosociality as an intuitive response
(by choosing Stag more often) and increasingly move away
from prosociality by choosing Hare. Thus, according to our
work, intuitive prosociality is the effect of selfishly maximiz-
ing expected utility while optimally using limited cognitive
resources.

Importantly, our work is fully consistent with the recent
work showing that humans’ intuitive response being to co-
operate in one-shot Prisoner’s Dilemma games is also the
effect of selfishly maximizing expected utility while opti-
mally using limited cognitive resources (Nobandegani et al.,
2019a). Relatedly, recent modeling work on the Ultimatum
game has shown that Responder’s intuitive response being
pro-fairness can be also accounted for by selfishly maximiz-
ing expected utility while optimally using limited cognitive
resources (Nobandegani et al., 2020).

Our work suggests that the optimal use of limited cognitive
resources may lie at the core of human coordination behav-
ior. In that light, our work is fully in line with the recent
work by Nobandegani et al. (2019a) showing that the optimal
use of limited cognitive resources can explain ostensibly ir-
rational cooperation in one-shot Prisoner’s Dilemma games.
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As such, our work contributes to an emerging line of work
explaining human cognition as an optimal use of limited cog-
nitive resources (rational minimalist program, Nobandegani,
2017; Griffiths, Lieder, & Goodman, 2015). This line of work
demonstrates that a wide range of human behaviors are ratio-
nal, provided that the computational and cognitive limitations
of the mind are taken into consideration (Simon, 1957).

In 1994, Nash, Harsanyi and Selten jointly received the
Nobel prize in economics; Nash for formally developing the
concept of Nash equilibrium, and, Harsanyi and Selten for
developing a rational theory of equilibrium selection. A sub-
stantial body of experimental work has shown that both Nash
equilibrium and Harsanyi and Selten’s (1988) theory of equi-
librium selection fail to provide a descriptive account of hu-
man strategic behavior (e.g., Fehr & Gächter, 2000; Keser &
van Winden, 2000; Brandts & Schram, 2001; Straub, 1995;
Battalio et al., 2001; Schmidt et al., 2003; Belloc et al.,
2019). The work presented here, together with Nobande-
gani et al.’s (2019a) resource-rational account of cooperation
in one-shot Prisoner’s Dilemma, begins to provide a com-
pletely fresh perspective on the Nash equilibrium and equilib-
rium selection — two foundational topics in behavioral eco-
nomics. Taken together, it suggests that understanding human
strategic behavior in terms of optimal use of limited cogni-
tive resources is not only a promising approach to account
for experimentally-documented deviations from Nash equi-
librium (cooperation in one-shot Prisoner’s Dilemma being a
prominent example), but can also offer a rational process level
explanation of strategy selection in the presence of multiple
equilibria. As such, our work suggests that understanding
human strategic behavior in terms of optimal use of limited
cognitive resources (Nobandegani, 2017; Griffiths, Lieder, &
Goodman, 2015) is a fresh, promising approach to behavioral
economics.
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Güth, W. (1992). Equilibrium selection by unilateral de-
viation stability. In Rational interaction (pp. 161–189).
Springer.
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